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Abstract 

 

Technological progress in the exploration and production of oil and gas during the 2000s has led 

to a boom in upstream investment and has increased the domestic supply of fossil fuels. It is 

unknown, however, how many jobs this boom has created. We use time-series methods at the 

national level and dynamic panel methods at the state level to understand how the increase in 

exploration and production activity has impacted employment. We find robust statistical support 

for the hypothesis that changes in drilling for oil and gas as captured by rig counts do, in fact, 

have an economically meaningful and positive impact on employment. The strongest impact is 

contemporaneous, though months later in the year also experience statistically and economically 

meaningful growth. Once dynamic effects are accounted for, we estimate that an additional rig 

count results in the creation of 37 jobs immediately and 224 jobs in the long run, though our 

robustness checks suggest that these multipliers could be bigger. 
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Introduction1 

 

The development of shale has created a new boom in the oil and gas industry.2 There are also 

indications that it has led to economic revitalization in places like North Dakota, Texas, Alberta, 

West Pennsylvania, and Louisiana. This revolutionary increase in the production of oil and 

natural gas has led to a discussion about its potential effects on employment. Anecdotal evidence 

about the employment experience of different states over the last recession suggests that such 

effects may indeed be present. Figure 1 shows cumulative employment growth of various states 

(in approximate percentage terms) since January 2008 versus the national average.3 The base 

year roughly coincides with both a severe drop in employment due to recession and the 

beginning of the boom in shale gas and tight oil production. The dominant feature of the plot 

shows oil and gas states is North Dakota, which has seen blistering employment growth (note the 

scale). In fact, North Dakota, Texas, Alaska, and Louisiana had the highest cumulative 

employment growth from 2008 through 2013 out of all states—27.4, 7.86, 5.80, and 3.68 

percent, respectively. In 2013, all were top producers of oil and gas.  

 

While the aggregate effect on employment from developing different energy sources is an 

important question, it cannot be readily answered in the context of traditional dynamic general 

equilibrium macroeconomic models. As these models assume market clearing, they cannot 

account for variations in unemployment rates and, thus, are not well suited to study the 

employment consequences of alternative government policies or other shocks. Input-Output 

(I/O) analysis, which is commonly used in economic impact studies, is also poorly suited to 

answer our research question. It cannot incorporate induced price changes or substitution 

between inputs in production, which means that multipliers are usually overstated. Furthermore, 

as Kinnaman (2011) points out, because these studies are calibrated with data on a region’s 

                                                 

1 Research support was provided by the International Monetary Fund and the Center for Energy Studies at Rice 
University’s Baker Institute for Public Policy. We also thank Natalia Sizova and Russell Green at Rice University 
and workshop participants at the IMF for insightful comments and suggestions. As usual, any errors are our own. 
2 See Figure 1A in the Appendix for an Energy Information Agency (EIA) map of where unconventional oil and gas 
is located in the continental United States. 
3 Following Blanchard and Katz (1992), cumulative employment growth relative to national is calculated as 

i, 2008 2008log( / ) log( / )it Jan tEmp Emp NatlEmp NatlEmp- . 
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existing industries, predicting the impact of a totally new industry in the region—for example, 

shale gas in Pennsylvania—is problematic.  

 

Figure 1. Cumulative Employment Growth (Percent) Relative to National 

 

 

Our approach is an empirical one. We first consider the interrelationships between real oil prices, 

national rig counts, the production of primary energy and employment in the oil and gas 

extraction industry in a Structural Vector Autoregression (SVAR) at the national level. After 24 

months, we estimate that a 10% increase in rig counts results in an approximately 5% increase in 

industry employment. Total changes in employment will depend on the extent to which job gains 

in oil and gas extraction (and related sectors) are offset by job losses in others as workers change 

industries. Because energy production is a relatively small portion of the economy, a national 
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SVAR framework is not able to speak to a total employment multiplier in a statistically 

meaningful way.4 

 

Our main results are obtained at the state level. The oil and gas boom varies widely over time 

and states, which we exploit to identify the total employment effect of upstream investment at 

the state level. Drilling activity varies significantly over time within states. Furthermore, this 

within-state variation is also quite different between states.5 For example, North Dakota has seen 

continually increasing investment, while its neighbor, Wyoming, has seen an increase and 

subsequent decrease in drilling activity during our sample. Based on an OLS estimation of a 

dynamic panel model, we find that an additional rig count per million people, as measured by the 

working-age civilian non-institutional population, is associated with contemporaneous state-level 

employment growth of 0.008% and long-run growth of 0.051%. A per-capita specification 

suggests that a single rig count is associated with 37 new jobs in the same month and 224 jobs in 

the long run. Finally, we also carry out a range of sensitivity analyses that suggest our results are 

relatively robust to non-spherical errors, different lag-lengths and measures of population. 

Furthermore, they are neither driven by one state in particular nor are they driven by the pre- or 

post-2008 period only. 

 

Literature Review 

 

There are several industry related studies of the employment effects of upstream oil and gas 

development (T. Considine et al. 2009; T. J. Considine, Watson, and Blumsack 2010; 

Higginbotham et al. 2010; IHS Global Insight 2011; Murray and Ooms 2008; Scott 2009; Swift, 

Moore, and Sanchez 2011). Most of them use the Input-Output (I/O) methodology and predict 

large increases, not only in employment but also in tax revenues and production. Kinnaman 

(2011) provides a peer-reviewed survey and stinging critique of a number of these. He points out 

                                                 

4 For total employment and employment in manufacturing, our point estimate is approximately 1/10 of the size (half 
of a percentage point increase in employment for each ten percentage increase in rig counts), and it is not 
statistically distinguishable from zero. 
5 See Figure 2A and Figure 3A in the Appendix for plots of rig counts in per-capita and level terms, respectively.  
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that several assume, perhaps counter-factually, that nearly all windfall gains by households are 

spent locally and immediately, that most inputs are locally produced, and that royalties are 

accrued locally. By taking an empirical approach, we can infer employment multipliers while 

remaining agnostic about the parameters underlying consumer and firm behavior. It is important 

to note that since we examine total employment, our analysis allows for effects of oil and gas 

development on other industries. 

 

Our analysis gives rise to lower multipliers than these I/O studies. For example, Considine et al. 

(2009) estimate that upstream investment in the Marcellus shale created 29,284 jobs in 

Pennsylvania in 2008, and their follow-up study estimates that 44,098 jobs were created in 2009 

(T. J. Considine, Watson, and Blumsack 2010). We assert that the increase in Pennsylvania rig 

counts in 2008 and 2009 immediately created 213 and 1,404 jobs, respectively, and after 

accounting for dynamic multiplier effects, an ultimate increase of 1,288 and 8,475 jobs (see 

Table 2). The IHS (2011) study finds that the shale gas industry “supported over 600,000 jobs” 

in 2010 once direct, indirect, and induced jobs were summed. Using our multipliers, we find that 

national changes in rig counts were associated with a contemporaneous increase of 19,960 jobs, 

rising to 120,514 jobs when dynamic effects are taken into account.6 Note that 2010 happens to 

be the largest January to January increase in rig counts, so the estimates of job growth for 2009 

were negative and had larger magnitudes and those in 2011 were positive but had half of the 

magnitude. 

 

One empirical approach, which we elect not to take, is the treatment-effect design, which is 

common in labor economics. The first paper to use this design in relation to the employment 

impacts of a North American resource boom was Black et al. (2005), which examined the effect 

of coal booms and busts on county employment in Appalachia. The authors use the presence of 

large coal reserves as their treatment indicator variable and find modest multiplier effects: for 

                                                 

6 Applying our state-level multipliers to the national level is problematic since job gains in oil and gas producing 
states may be offset by losses in other non-producing states, but the calculation is illustrative of the different 
magnitudes obtained in I/O studies versus our empirical model. 
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every ten jobs created in the mining sector, 1.74 jobs in the local-goods sector are created, and 

for a bust, 3.5 local jobs are lost for each ten mining jobs. Weber (2012) uses a similar study 

design and estimates a triple-difference specification where the treatment is the value of gas 

production and the instrument used is the percentage of a county covered by shale deposits. He 

finds that an additional million dollars of natural gas production (resulting from increased price 

or production) leads to 2.35 additional jobs in the county. In a follow-up study, Weber 

(Forthcoming) examines the possibility that the unconventional gas boom might lead to a 

resource curse in rural counties. He finds that an additional 22 billion cubic feet (bcf) of gas 

production creates 18.5 jobs in each county (7.5 mining jobs and 11.5 non-mining jobs—a 

multiplier of 1.4 non-mining jobs per mining job), but increased gas production does not lead to 

crowding out in manufacturing or lower educational levels. Other studies which follow a similar 

design include a manuscript by Fetzer (2014), who concludes that the natural gas boom does not 

lead to Dutch Disease and crowding-out of traded goods, possibly due to lower energy prices, 

and Marchand (2012), who examines the effect of energy booms on Canadian labor market 

outcomes and also finds modest multiplier effects in the non-trade sector and no crowding out of 

manufacturing. Our study is different because we use higher-frequency data and exploit the time-

series dimension. This allows us to understand the dynamics of job creation, though the use of 

higher-frequency data may limit our ability to account for lower-frequency, structural shifts in 

the economy.  

 

A recent Baker Institute study (Hartley et al. 2013) considered a similar question to ours using 

county-level data from Texas. Before the authors allow for cross-county spillovers, they find that 

each well-count results in 77 short-term jobs, with within-county employment impacts occurring 

primarily in months zero, one, five, and six. They find some evidence that by allowing for county 

spillovers using a spatial auto-regressive model, the long-run employment effects are almost 

three times as large. Our research design is a similar, dynamic panel model, and we use a longer 

dataset (1990 to 2014) for the entire nation. Additionally, where they focus on unconventional oil 

and gas production, we focus on all oil and gas activity. We find a long-run multiplier that is 

approximately twice as big as in the basic specification considered by Hartley et al. (2013), but 

still below the effects the authors estimate after allowing for cross-county spillovers. 
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A 1997 paper by Hooker and Knetter (1997) investigates the employment impact of changes in 

military spending using a panel of state-level data from 1936–1994. The authors find that 

exogenous spending shocks (government procurement spending per capita) do lead to changes in 

employment growth, but the effects of shocks are nonlinear: large, adverse shocks lower 

employment growth more than smaller ones, while positive shocks also are less effective at 

increasing employment growth than negative ones at decreasing it. While we use higher-

frequency data, we adopt their general model specification, including a set of state-specific 

intercept terms and time fixed effects as Hooker and Knetter do.  

 

Blanchard and Katz (1992) examine the dynamics of regional labor markets using a vector 

autoregression (VAR) approach with annual state labor-market data. They argue that labor-

demand shocks are the primary drivers of changes in employment, unemployment and 

participation. Furthermore, they provide evidence that migration of workers—not firms—in 

response to low unemployment rates—not high wages—is the primary mechanism that returns 

markets to their long-run equilibria. This may mean population (which we use to scale our rig 

count variable) is endogenous to upstream investment. To address this, we use a variety of 

population measures in our robustness checks, including the population in 1990, which is the 

first year of our dataset and is pre-determined in relation to the shale boom.  

 

Finally, Arora and Lieskovsky (2014)  examine national economic impacts of the natural gas 

boom using a Structural Vector Autoregression (SVAR) framework. They find evidence that 

lower real natural gas prices due to increased supply positively impact industrial production. 

Furthermore, they find that this effect is greater post-2008 and conclude that the shale gas 

revolution has altered the relationship of natural gas to the macroeconomy. We estimate a SVAR 

as well. However, while Arora and Lieskovsky look at the supply side of the economy, we focus 

on job creation and do not distinguish between the positive supply-side effects of lower energy 

prices and positive demand-side effects of additional upstream investment.  
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Rig Counts 

 

To capture upstream oil and gas investment we use the Baker Hughes rig counts, which are 

publicly available on the firm’s website.7 Baker Hughes is a major supplier of oil-field services 

and has been publishing reports on the industry since 1944. Each week, the firm surveys rotary 

rig operators in North America and publishes a count of the number of rigs that are “actively 

exploring for or developing oil or natural gas” in each state. Many firms and industry analysts 

use the reports to gauge investment activity in the sector. Weekly state-level data from Baker 

Hughes begin in 1990, and we average these figures to a monthly frequency. Unfortunately, the 

weekly (and monthly) data do not provide detail on whether rigs are engaged in unconventional 

activity or not, so we must use the total number of rigs in each state. Using a similar logic, we 

choose to include offshore rigs in the total, even though the investment required for offshore 

wells is very different than onshore wells. 

 

Figure 2 plots seasonally adjusted national employment in oil and gas extraction plus support 

activities along with the national average monthly rig count and the West Texas Intermediate 

crude benchmark. The three are clearly linked. Plots of the rig count data in per-capita and level 

terms are displayed in the Appendix (Figure 2A and Figure 3A, respectively).  

 

 

 

 

 

 

 

 

 

 

                                                 

7 Baker Hughes publishes rig counts at http://phx.corporate-ir.net/phoenix.zhtml?c=79687&p=irol-reportsother. 
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Figure 2. Labor, Capital, and Prices in Oil and Gas (Standardized Variables) 

  

 

Three points are worth making. First, in states with significant exploration and production, there 

is substantial within-state time series variation in rig counts, which can provide identification of 

employment impacts. Second, the magnitudes and pattern of variation are different between 

states. For example, the maximum number of rigs per month in Texas is 946, while many states 

have no drilling activity (Connecticut, for example). Third, the states with the highest mean rig 

count levels (Texas at 488 and Louisiana at 156) are not those with the highest per-capita count 

(Wyoming and North Dakota are the two highest, with 105 and 68 rig counts per million people 

respectively). Thus, estimates will be sensitive to whether rig counts are in level or per-capita 

terms, and they may be overly influenced by outliers like Texas and Wyoming. We address the 

issue of outliers in our robustness checks. 

 

Vector Autoregression Model 

 

While state-level variation in rig counts and employment may provide more precision in 

estimating the employment impacts of upstream activity, these estimates cannot account for 

inter-state effects. On one hand, an energy boom in one state may induce higher labor demand 
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and job creation in another as the boom state’s income rises. On the other, the boom state may 

pull workers from nearby states, reducing net job creation at the national level. To address this 

ambiguity, we model the interaction between real oil price shocks, upstream investment, 

industrial production, and employment. Specifically, we examine three Structural Vector 

Autoregression (SVAR) models similar to those estimated by Arora and Lieskovsky (2014).   

Our three models focus on (1) total IP and employment, (2) IP and employment in 

manufacturing, and (3) IP in Primary Energy and employment in oil and gas extraction. 

 

A vector autoregression (VAR) captures the interrelationships between variables that are jointly 

determined. Unfortunately, shocks to each variable may be correlated, so causation is 

unidentified without more structure. By imposing restrictions on the shocks, one can identify 

causal effects of shocks and their relative importance to the system. We follow notation from 

Lutkehpohl (2005) and define our vector of variables as   

  
T

log(Real WTI ) log( ) log(IP ) log(Employment )t t t t ty Rigs=  

Since production and employment can both be highly seasonal, and since this seasonality can be 

deterministic and stochastic in nature, we include monthly dummy variables and specify our 

VAR in first differences as 

 ( ) ( )t tA L y t u=D +   

where 
1

1( ) p
pA L I AL A L= - --  is a polynomial in the lag operator, ( )t  corresponds to a 

month-specific intercept that captures any deterministic seasonality, and D is the first-difference 

operator needed to make the variables stationary. The covariance of the error term T[ ]t tE u u  may 

not be diagonal, so we cannot make causal inference about which shocks drive the system 

without further restrictions on the model. We choose to use the standard Cholesky decomposition 

of T[ ]u t tE u u =  to do this. This corresponds to the following restriction 

 t tu P=  

where P  is a lower-triangular matrix such that 
T

u PP =  and implies a recursive system. We are 

primarily interested in the cumulative orthogonalized impulse responses (COIRF), which show 

the cumulative impact of a one-standard deviation structural shock over time. We calculate the 

COIRF in period h  as 
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 T

0

ˆ
h

j
j

P
=

  

 where 
1

ˆˆ ( ) ( )L I A L
-

é ù = -ë û  is the VMA representation of the system and ˆ
j  is the coefficient 

j -th of the j -th order lag polynomial.  

 

Data and Identification 

 

The real domestic price of oil is calculated as the West Texas Intermediate (WTI) spot price 

scaled by the Producer Price Index (PPI) for all commodities. Oil is globally traded, and its price 

is set in liquid, international markets. Thus, oil price shocks in time t  should be exogenous to the 

other variables in the model. Rig counts capture upstream investment activity. Exploration and 

production firms make decisions based on the expected future profitability of a well, which is 

determined by drilling costs and expected future oil prices. Drilling changes in time t  should 

respond to oil prices insomuch as they are an indicator of future oil prices; however, since oil and 

gas production lags drilling activity, drilling changes in t  should not drive oil prices in t . By the 

same token, drilling decisions at time t  should not be affected by other contemporaneous 

economic shocks to industrial production or employment. Three different measures of Industrial 

Production (not seasonally adjusted) are taken from the Federal Reserve: Total IP, 

Manufacturing IP (as defined by SIC codes), and IP in Primary Energy. It is generally accepted 

that employment is a lagging macroeconomic indicator; thus, we order IP before employment. 

Employment is taken from the BLS Current Establishment Survey and is not seasonally adjusted. 

Specifically, we use total private non-farm employment, total employment in manufacturing, and 

the sum of employment in oil and gas extraction plus oil and gas support activities. For more 

details on data, see the Appendix. 
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Estimation and Results 

 

We estimate the three versions of the above model. Lag selection was done using the minimum 

of the AIC and checking ACFs of residuals to confirm that they are white noise. The three 

models have twelve, twelve and three lags, respectively. Since both IP and employment are very 

seasonal, it makes intuitive sense that 12 lags would be required. Fossil-fuel production, 

however, is generally not seasonal (though its consumption is), so the fact that only three lags are 

required is not surprising. 

 

Figure 3 displays COIRFs from rig counts to employment for the three models. Since all 

variables are in logs, the vertical axis represents the approximate percentage change in the 

response variable with respect to a one standard-deviation shock in the impulse variable. COIRFs 

from the Total and Manufacturing models do not appear to be statistically significant at almost 

any lag. Given that these two models leave the majority of the economy unmodeled (in our 

sample, employment in oil and gas extraction is, on average, just 0.28% of total employment), 

this finding is not surprising. Our Oil and Gas model, on the other hand shows very positive and 

significant cumulative employment impacts of additional rig counts. After re-scaling the 

COIRF(24) by standard deviation of ,Rigs tu  (which is the square-root of the second element of the 

diagonal of ˆ
u  and represents the magnitude of a one-standard deviation rig count shock), we 

calculate that a 1.0% increase in rig counts leads to approximately 0.5% increase in employment 

in oil and gas extraction.8 Figure 4, which displays the Forecast Error Variance Decompositions 

for the impulse-response of rig counts on employment, shows that rig count changes do not lead 

to major changes in employment at the aggregate but do have significant impacts on employment 

in the oil and gas sector.  

 

 

                                                 

8 A similar calculation for the total and manufacturing employment models suggests elasticities that are about 1/10 
the size. This could represent a substantial number of jobs, but the estimates are not at all statistically meaningful. 
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Figure 3. COIRFs for One-Standard Deviation Rig Count Shocks and Employment 

Responses in SVARs (95% CI)  

 

 

Figure 4. FEVD for Rig count Shock and Employment Response (95% CI) 
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Figure 5. COIRFs for One-Standard Deviation Shocks in Oil and Gas SVAR (95% CI) 
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Figure 6. FEVD for Oil and Gas SVAR 
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State Dynamic Panel Model 

 

At the state level, our goal is to understand the response of private non-farm employment growth 

to changes in upstream drilling activity. Our primary model—which is least affected by outliers 

or choice of population variable—is  

 (log( ) ( ) log( ) ( / () )) u ,it it it i t itLEmp L Emp Rigs Pop t   D = D + D + + +   (1) 

though we also estimate a secondary model in per-capita terms 

 ( / ) ( ) ( / ) ( ) ( / ) ( )it it it i t itEmp Pop L Emp Pop L Rigs Pop t u   D = D + D + + +   (2) 

since estimates can be interpreted as “jobs per rig count.”9 The difference operator is D, and 

( )L  and ( )L  are polynomials in the lag operator. We allow states to have different 

equilibrium growth rates and deterministic seasonality, which is captured by state-month fixed 

effects, ( )i t . We do not try to model the impact of national macroeconomic shocks on state 

employment; rather we simply theorize that national shocks impact state employment growth 

rates uniformly across states and capture this with a time fixed effect, t . It is very important that 

the time fixed effect controls for oil prices, which are common across states. Employment does 

not adjust immediately back to equilibrium after a shock, and ACFs of state employment still 

show autocorrelation and seasonality after state-month intercepts are removed. Therefore, we 

include lags one through twelve of employment.10 Similarly, employment may take time to 

adjustment to additional upstream investment. Additional processing and transportation 

infrastructure may be needed and constructed after initial production, and spillovers into housing, 

entertainment, and retailing may take time. Finally, labor supply may be slow to respond, as 

appears to have been the case with North Dakota and its labor shortages. Thus, we include the 

contemporaneous change in rig counts per-capita plus ten lags.11 Omitted variable bias is a valid 

                                                 

9 See the Robustness Checks section for a further discussion on the precise interpretation of multipliers. 
10 The BIC has a minimum with the inclusion of 24 lags and a local minimum at 13 lags. However, Han, Phillips, 
and Sul (2013) show that the BIC is an inconsistent estimator in dynamic panels with fixed effects and overestimates 
lag-length. Since the majority of the improvement in both the BIC and residual ACFs is achieved with 12 lags, we 
use 12 lags of employment. Furthermore, intuition suggests that 12 lags is an appropriate number of lags for a 
monthly series with substantial seasonality. Robustness checks for different lag-lengths are discussed later. 
11 We pared the model back to 12 lags of both employment and rig counts using the BIC, inspection of ACFs, and 
intuition. Since lags 11 and 12 of rig counts were not jointly significant at the 10% level even with OLS standard 
errors, we eliminated them. 
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concern for our model since we do not include time-varying, state-specific controls. For instance, 

we do not capture the housing bust, which did not affect oil states like Texas and Alaska as 

severely as non-oil states like Florida and Nevada. Such a correlation would bias our estimates. 

Unfortunately, monthly state-level controls that are exogenous to employment are difficult to 

find.  

 

Rig counts are scaled by population to account for the idea that an additional rig count in Texas 

(with a 1990 population of 17 million) is a proportionally much smaller shock to the economy 

than in North Dakota (population of 0.64 million in 1990). Log employment and rig counts per 

capita both have unit roots, and for some states with a very large share of employment in the 

upstream sector, the two might be cointegrated. However, some states have zero upstream 

activity, so the two cannot be cointegrated for all states. Since we cannot capture each state’s 

underlying labor-market drivers (which would be cointegrated with total employment), we work 

in differences.12  

 

The primary estimate of interest is the long-run multiplier ( LRM ), which is the employment 

impact of upstream activity once state employment returns to equilibrium. Long-run multipliers 

from a VARX process are (1) / [1 (1)]LRM  = - , and they are guaranteed to be positive if 

(1) 0  .13 The impulse response function (IRF) and cumulative impulse response function 

(CIRF) trace out the dynamic impact of drilling activity over time and are also of interest.14 In 

model (1), we interpret 0 100 ´  and 010LRM ´  to be the approximate percentage change in 

employment (contemporaneously and long-run, respectively) to an increase of one rig count per 

million people. In model (2), we interpret 0  and LRM  as jobs created per rig count.15 

 

                                                 

12 One limitation of this is that we do not allow the possibility that upstream investment can cause permanently 
higher growth rates. However, monthly data may not be well suited to assessing questions of endogenous growth. 
13 In time-series notation, replacing the lag operator L  by 1 gives 0 1(1) s   = + ++

.
 

14 Formulas for calculating the IRF, CIRF, and confidence intervals for both in the multivariate VARX context are 
available in Lütkepohl (2005) chapter 10. Our single equation context is just a special case.  
15 When population is not constant, these multipliers may reflect population growth as well. We address this issue in 
our section on robustness checks. 
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While our baseline estimation method is ordinary least squares (OLS), the error term may suffer 

from heteroskedasticity and autocorrelation, as well as correlation between state employment 

shocks.16 Therefore, in addition to reporting OLS point estimates and �-statistics, we report �-

statistics and confidence intervals for IRFs and CIRFS using multi-way clustered standard errors 

and Driscoll-Kraay (1998) serial correlation and cross-sectional dependence-consistent (SCC) 

standard errors as well as OLS standard errors. The former, detailed in Cameron, Gelbach, and 

Miller (2011), allow for errors to be serially correlated within a state as well as 

contemporaneously across states.17 Driscoll-Kraay standard errors are essentially a Newey-West 

estimator applied to cross-sectional averages of the model’s moments (e.g., the cross-product of 

t tx u , not it itx u , where tx  denotes 1

1

n

t it
i

x n x-

=

=  ).  

 

State Panel Results 

 

Coefficients and the three standard errors for equation (1) are displayed in Table 1. The OLS 

standard errors are tightest, and Driscoll-Kraay, the largest. Even with the larger standard errors, 

however, t -tests that (1)  and the LRM  are less than zero are strongly rejected, and the 

contemporaneous rig count is highly significant. Thus, we conclude that upstream investment 

does, in fact, create a statistically significant positive number of jobs. Our model estimates that 

an additional rig per million people increases a state’s employment by 0.008% in the same month 

and 0.051% in the long run, though standard error bounds imply substantial uncertainty about 

this multiplier impact. If the model is estimated in per-capita terms, the immediate impact 

                                                 

16 We ignore the issue of lagged endogenous regressors since estimates are still consistent as � → ∞ and we have 
268 observations per state. Judson and Owen (1999) perform a Monte Carlo study on the relative performance of 
LSDV versus a corrected estimator and GMM-based estimators like the Arellano-Bond approach, and they find that 
the LSDV estimator performs well. 
17 Point estimates and multi-way clustered standard errors were calculated using the felm function from R package 
lfe. 
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multiplier 0̂  indicates that one additional rig count is associated with 37 additional jobs in the 

same month, and the LRM, 224 jobs in the long run.18 

 

Figure 7 shows the IRF and CIRF, along with 95% confidence intervals for OLS, Multi-

Clustered, and Driscoll-Kraay serial and cross-sectional correlation consistent (SCC) errors. 

While the individual impulse responses themselves may not all be statistically significant at the 

5% level, their sum is. The biggest employment increase is coincident with an increase in rig 

counts, but months 1t +  and 8t +  through 10t +  also see sizeable impacts. There are many 

possible explanations for the delayed impact: subsequent infrastructure build-out; delayed labor 

supply responses; and delay in increased consumption by owners of labor, capital, and minerals 

are all reasonable. 

 

Table 2 shows what the implied annual contemporaneous and long-run job-impacts would be 

from changes in rig counts using estimates from model (2).19 As mentioned earlier, these 

estimates are much smaller than those obtained via I/O models. It is important to note that the 

long-run estimates are for the cumulative dynamic effects, which will be realized over a multi-

year time horizon—not the year to which they correspond in the table. Furthermore, as 

documented in the new EIA Drilling Productivity Report, shale gas and tight oil production per 

new well has increased dramatically since 2007.20 Thus, seemingly lower rig counts do not 

correspond to lower production. Without more structure on our model or detail in our rig counts, 

we are unable to account for these changes in productivity. Thus, it seems reasonable to view 

years such as 2009—which corresponds to a drop in national rig counts and a resulting decrease 

of 136,446 jobs—with some caution.   

                                                 

18 Our baseline results for model (2) are listed in the “LAU” column of the bottom half of Table 5, which is a set of 
robustness checks. The 95% confidence interval is 120 to 328 jobs per rig count using Driscoll-Kraay standard 
errors. The interval shrinks to approximately 171 to 277 jobs under clustered standard errors.  

19 State estimates were calculated as /
Dec

it
t Jan

Rigs Pop
=

D  times 0̂  or LRM . National estimates used 

/
Dec

it
i States t Jan

Rigs Pop
 =

D 
.

 

20 The EIA Drilling Productivity Report is available at http://www.eia.gov/petroleum/drilling/. 
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Figure 7. IRF and CIRF for Panel Model 

 

 

Four Robustness Checks 

 

Lag Lengths 

The first robustness check is to verify that multipliers do not vary greatly with lag-lengths. In 

addition to our base model, we estimate our baseline model with three different sets of lag-

lengths. In the first set, we only include the contemporaneous and first lag of rig counts and 12 

lags of employment. In the second and third we include through lags 13 and 24, respectively, of 

both employment and rig counts since these lag lengths corresponded to minima in the BIC. 

Plots of the IRFs and CIRFs are shown in Figure 8. When lags of rig counts are truncated, the 
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employment response is more muted, which suggests that much of the employment activity 

happens with a lag. As lags 11 to 13 and lags 11 to 24 are added, the shapes of the IRF and CIRF 

do not change much, but the size of the effect does grow. A substantial portion of the increase in 

the multiplier seems to be due to the inclusion of more positive rig count coefficients since the 

ratio of ˆ (1)  to LRM  is relatively stable across specifications. It is not unreasonable to expect a 

boom in upstream activity to have effects beyond one year, but our ability to accurately estimate 

such long-run effects in a monthly regression is limited. 

 

Figure 8. IRF and CIRF for Different Lag-Lengths 

 

 

Outliers 

In addition to checking whether various lag-lengths and different controls changed estimates, we 

estimated both models while dropping each of the 50 states. As shown in Table 4, the estimates 

for both ˆ (1)  and LRM  are very stable. In fact, the difference between the minimum and 

maximum of each set of multipliers is only slightly larger than the smallest standard deviation 

reported for each statistic. Interestingly, when North Dakota and Wyoming—the two states with 

per-capita rig counts that are by far the largest—are dropped, the sum of the rig count 
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coefficients rises instead of falling. Given that the difference is not statistically significant, 

however, not much can be made of this.  

 

Structural Breaks 

One other concern is that the recession and its aftermath, not the unprecedented boom in 

unconventional oil and gas resources from 2008–2013, drives our results. If there is a structural 

break, it is unclear whether we would expect the pre-2008 long-run employment multiplier to be 

smaller or larger than the post-2008 multiplier. On the one hand, the post-2008 period 

corresponds to relatively high-cost drilling in areas that had historically seen less production and, 

therefore, would require more infrastructure investment to support drilling. On the other, firms 

drilling in these new areas might prefer to purchase inputs from areas like Texas and Louisiana 

with a historical oil and gas presence if these are cheaper or of higher quality.  

 

To examine this issue, we estimate the following model 

 
( ) ) (t 2008)

( ) ) (t 2008

log( ) ( ) log( ) ( /

( / ( )) u

it it pre it

post it t ii t

L D JanEmp L Emp Rigs Pop

Rigs Pop D tL Jan

 

  





D = D + D

+=D ++

+
  (3) 

and test both that pre post =  as well as (1) (1)pre post =  using OLS, multi-way clustered, and 

Driscoll-Kraay estimates for the variance matrix. Under all three variance estimates, we reject 

both null hypotheses in favor of structural change at the 0.1% level. Post-2008 multipliers are 

more than twice as big as pre-2008 multipliers: 0.029% versus 0.066%. In the per-capita model, 

this translates to 143 versus 283 jobs per rig count. 21 

  

Figure 9 shows IRFs and CIRFs corresponding to the two periods, and it is clear that both are 

larger in the second period.  

 

 

 

                                                 

21 This outcome would also be consistent with the larger employment effects found in Hartley et al. (2013), where 
the wells drilled were all aimed at unconventional resources. 
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Figure 9. IRF and CIRF for Rig Counts, Pre- and Post-2008 

 

 

Population Scaling 

The choice of a population scaling variable does have implications for the magnitudes of the 

employment-multiplier, particularly in the per-capita model (2), which has a jobs-per-rig 

interpretation. The most problematic aspect of this scaling is that population growth, not just the 

variables of interest, affects results. First note the following equivalence: 

  1
1 1( / ) ( / ) .t t t t t tx z z x x z z-
- -D = D - D  

 If the increase in employment per capita due to an increase in rig counts per capita is simply 

LRM ´ D(Rigs / Pop)
t
, then the resulting change in jobs can be decomposed as  

 LR change in Emp = LRM ´ DRigs
t
+ (DPop

t
/ Pop

t-1
)(Emp

t-1
- LRM ´ Rigs

t-1
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 In the log employment case, the problem is also present since the change in employment is 

computed as  

LR change in Emp = Emp
t-1
´ exp LRM ´ DRigs

t
/ Pop

t
é
ëê

ù
ûú
- LRM ´ Rigs

t-1
(DPop

t
/ Pop

t-1
)é

ëê
ù
ûú{ }.  

 While /LR
tEmp Rigs LRMD D = , if long-run growth in jobs due to rigs is computed using rigs 

per capita, the estimate will be “polluted” by population growth.  

 

To address this concern, we estimate equation (1) as well as (2), from which we take our job-

creation multiplier, using a variety of different population scalings: 

 

1. Working-age population as given in the Local Area Unemployment statistics from BLS, 

2. Working-age population lagged by one month, which should be pre-determined with 

respect to rig counts, which might drive population movements in time t , 

3. Total population from the Current Population Survey, where months between June of 

each year are linearly interpolated, 

4. Population in 1990 as given by the US Census, 

5. Population in 2000 as given by the US Census, and 

6. Population in 2010 as given by the US Census. 

 

The advantage of the last three population variables is that, with no population change, the 

“polluting” population growth term drops out of the estimation. When we use a fixed population 

parameter, model (2) is almost equivalent to weighted least squares (WLS). To see this, suppose 

that the variance of state’s idiosyncratic shock itu  is proportional to the square of its population. 

Then in OLS using first-differences of level variables, large states receive many times more 

weight than smaller states. If variables are all scaled by population, however, each state receives 

approximately the same weight in the model. Scaling by a constant population is not exactly 

WLS since the common time-shock t  is also implicitly divided by state population. Doing this, 

however, makes sense since a common shock should induce a larger absolute employment 

change in larger states and smaller absolute changes in smaller states.  
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Estimation results of these robustness checks are available in Table 5. The general result—that 

upstream drilling activity causes statistically significant increases in employment—holds true in 

all of the models, as does the pattern of dynamic response to rig counts. Nevertheless, point 

estimates in the per-capita model are affected, with multipliers rising around 50% when 

population is held constant. Multipliers increase only about 20% in the log case—right around 

two standard deviations. From this we conclude that the LRMs calculated in our base model and 

our estimated employment impacts in Table 2 are on the conservative side and could be up to 

50% larger.  

 

Conclusion 

 

To date, most estimates of the impact of unconventional oil and gas activity have been done 

through industry-related studies and using an Input-Output analysis. Analysis using a national-

level VAR framework suggests that a 10% increase in rig counts raises employment in oil and 

gas extraction by approximately 5% after 24 months, but general employment impacts and 

employment impacts in manufacturing are not statistically distinguishable from zero. Using a 

dynamic panel model we confirm the hypothesis that increased drilling for oil and gas creates 

jobs, but we find the employment impacts to be much smaller than figures put forward by Input-

Output studies. In particular, we estimate that the long-run employment impact of an additional 

rig count per million people is an increase of 0.068% in total employment. A per-capita 

formulation of the model yields a LRM of 224 jobs per rig count. Our estimates appear robust to 

autocorrelation, heteroskedasticity, and cross-sectional dependency in the error terms. They also 

appear to be consistent across sets of states included in our sample and different lag-lengths. We 

find some evidence that upstream activity may have had a larger impact post-2008, though we 

cannot say as to why this would be. Additionally, using other measures of population increases 

our job-creation estimates by up to 50%. The fact that different modeling approaches result in 

substantially different estimates of the employment impacts suggests the need for further 

research in order to better understand the role of alternative modeling assumptions on these 

results. 
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Appendix 

 

National Data 

Summary statistics for national data are in Table 6. All data begin in January 1990 and end in 

February 2014.   

 

We measure oil prices by using the West Texas Intermediate (WTI) benchmark, which we take 

from the Energy Information Agency (EIA) website. WTI is the primary North American crude 

oil benchmark, and it is traded in a very deep and liquid market. We then deflate this price by the 

Producer Price Index for All Commodities (PPIACO), which we take from the FRED data 

service of the Federal Reserve Bank. 

 

National rig counts are taken from two spreadsheets on the Baker Hughes website22: historical 

data beginning in 1990 (“North America Rotary Rig Counts through 2013”) and 2014 data 

(“Rigs by State - Current and Historical”). We include both land and offshore rigs.  

 

Employment data are taken from the Bureau of Labor Statistics’ (BLS) Current Establishment 

Survey. We use three measures, which are all in units of 1,000 employees. Data are not 

seasonally adjusted. 

 

1. Private, Non-Farm Employment (CEU0500000001) 

2. Employment in manufacturing (CEU3000000001) 

3. Employment in Oil and Gas Extraction plus Oil and Gas Support Activities 

(CEU1021311201 plus CEU1021100001, which correspond to NAICS codes 211000 and 

213112) 

 

                                                 

22 http://phx.corporate-ir.net/phoenix.zhtml?c=79687&p=irol-reportsother. 
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Industrial production is taken from the Federal Reserve website.23 We use three measures, which 

correspond to the three employment measures. None of the variables are seasonally adjusted.  

 

1. Total Industrial Production (B50001) 

2. Industrial Production in Manufacturing as defined by SIC (B00004) 

3. Industrial Production in Primary Energy (B53310), which includes natural gas, Louisiana 

and other crude oil, nuclear electric power generation, coal mining, support activities for 

oil and gas operations, Texas crude oil, Alaska and California crude oil, and hydroelectric 

power generation. 

 

State Data 

Summary statistics for state-level data are in Table 6. All data begin in January 1990 and end in 

May 2014.  Rig counts are measured as the sum of land, inland water, and offshore rigs, and data 

are taken from the Baker Hughes website. See National data section above for further details. 

Employment data are taken from the BLS Current Establishment Survey State and Metro dataset. 

As in the national case, we use Private, Non-Farm Employment, which is not seasonally adjusted 

and measured in thousands. 

 

We work with a variety of population measures. Our primary measure of population is the BLS 

Local Area Unemployment (LAU) Statistics series “Civilian noninstitutional population.” As 

defined by the BLS, this panel captures the population of 16 years of age or older who are not 

institutionalized or in the armed services.24 Our other population measure is the Census Bureau’s 

midyear population estimate, and we download it from the “Annual State Personal Income and 

Employment” tables on the Bureau of Economic Analysis website.25 We prefer the “Civilian 

noninstitutional population” measure to the Census estimate since the former is reported on a 

monthly basis, whereas the latter is reported annually. 

 

                                                 

23 http://www.federalreserve.gov/releases/g17/ipdisk/ip_nsa.txt. 
24 See http://www.bls.gov/lau/rdscnp16.htm for the exact definition. 
25 http://www.bea.gov/iTable/iTable.cfm?ReqID=9&step=1#reqid=9&step=1&isuri=1. 
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Table 1. Base Model with Different Standard Errors 

 
Estimate (%) OLS Cluster SCC 

, 1log i tEmployment -D  -3.9837 (0.8600)
***

 (3.9997) (2.2742) 

, 2log i tEmployment -D  1.4725 (0.8580) (2.0487) (1.6136) 

, 3log i tEmployment -D  5.2474 (0.8563)
***

 (1.9485)
**

 (1.4385)
***

 

, 4log i tEmployment -D  -0.0126 (0.8569) (1.4903) (1.3907) 

, 5log i tEmployment -D  -0.6589 (0.8577) (2.0285) (1.0915) 

, 6log i tEmployment -D  2.8201 (0.8564)
***

 (2.5640) (1.2659)
*
 

, 7log i tEmployment -D  3.4738 (0.8536)
***

 (2.2193) (1.1474)
**

 

, 8log i tEmployment -D  0.5007 (0.8551) (1.8788) (1.2442) 

, 9log i tEmployment -D  3.5216 (0.8529)
***

 (1.7197)
*
 (1.1881)

**
 

, 10log i tEmployment -D  2.9141 (0.8471)
***

 (1.5783) (1.2484)
*
 

, 11log i tEmployment -D  7.9422 (0.8452)
***

 (2.5955)
**

 (1.7775)
***

 

, 12log i tEmployment -D  25.3623 (0.8445)
***

 (4.4197)
***

 (2.6803)
***

 

     

,/ i tRigs PopD  0.0077 (0.0012)
***

 (0.0015)
***

 (0.0016)
***

 

, 1/ i tRigs Pop -D  0.0033 (0.0012)
**

 (0.0012)
**

 (0.0014)
*
 

, 2/ i tRigs Pop -D  0.0017 (0.0012) (0.0012) (0.0017) 

, 3/ i tRigs Pop -D  -0.0007 (0.0012) (0.0013) (0.0019) 

, 4/ i tRigs Pop -D  -0.0005 (0.0012) (0.0015) (0.0022) 

, 5/ i tRigs Pop -D  0.0001 (0.0012) (0.0016) (0.0017) 

, 6/ i tRigs Pop -D  0.0020 (0.0012) (0.0022) (0.0016) 

, 7/ i tRigs Pop -D  0.0009 (0.0012) (0.0020) (0.0019) 

, 8/ i tRigs Pop -D  0.0048 (0.0012)
***

 (0.0015)
**

 (0.0019)
*
 

, 9/ i tRigs Pop -D  0.0030 (0.0012)
*
 (0.0011)

**
 (0.0016) 

, 10/ i tRigs Pop -D  0.0039 (0.0012)
**

 (0.0011)
***

 (0.0016)
*
 

ˆ (1)  0.0261 (0.0034)
 ***

 (0.0032)
 ***

 (0.0034)
 ***

 

LRM  0.0508 (0.0069)
 ***

 (0.0089)
 ***

 (0.0069)
 ***

 

Estimates and standard errors are scaled by 100 to represent approximate percentage points. 
***

p < 0.001, 
**

p < 0.01, 
*

p < 0.05. Standard errors in parenthesis.  
50 states, 268 months, 13,400 observations. State-month and time FE included. 
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Table 2. Estimated Employment Impact due to Rig Count Changes 

  Contemporaneous impact  Long-run impact 
Year  North  

Dakota  
Pennsylvania  National   North  

Dakota  
Pennsylvania  National  

1992   -30  382  4,823   -179  2,306  29,121  
1993   -30  -638  -2,559   -179  -3,851  -15,451  
1994   -74  -22  -1,521   -448  -134  -9,181  
1995   297  -37  -1,943   1,791  -224  -11,733  
1996   -33  74  3,267   -202  448  19,727  
1997   232  9  5,989   1,400  56  36,163  
1998   -636  -83  -13,588   -3,840  -504  -82,045  
1999   230  15  5,630   1,388  90  33,991  
2000   104  74  11,081   627  448  66,908  
2001   -124  41  -7,276   -750  246  -43,933  
2002   9  -176  -1,669   56  -1,064  -10,076  
2003   41  143  9,583   246  862  57,861  
2004   193  -74  4,873   1,164  -448  29,423  
2005   193  245  8,330   1,164  1,478  50,293  
2006   423  104  9,183   2,553  627  55,443  
2007   625  37  3,440   3,773  224  20,769  
2008   1,159  213  -1,076   6,998  1,288  -6,494  
2009   -753  1,404  -22,599   -4,546  8,475  -136,446  
2010   3,115  1,476  19,960   18,809  8,912  120,514  
2011   1,432  312  10,837   8,643  1,881  65,430  
2012   -410  -1,495  -8,115   -2,474  -9,024  -48,994  
2013   -74  -593  -501   -448  -3,583  -3,023  
Total   5,887  1,409  36,150   35,548  8,509  218,267  

Estimated impact calculated as LRM ´ DRigs
t
 and 0

ˆ
tRigs ´D  where LRM = 223.92 and 0

ˆ 37.09 =  
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Table 3. Different Lag Lengths 

 
Base Truncated lags 13 lags 24 lags 

, 0/ i tRigs Pop -D  0.0077 (0.0016)
***

 0.0076 (0.0017)
***

 0.0077 (0.0016)
***

 0.0076 (0.0016)
***

 

, 1/ i tRigs Pop -D  0.0033 (0.0014)
*
 0.0034 (0.0015)

*
 0.0033 (0.0014)

*
 0.0031 (0.0013)

*
 

, 2/ i tRigs Pop -D  0.0017 (0.0017) 
 

0.0017 (0.0017) 0.0019 (0.0016) 

, 3/ i tRigs Pop -D  -0.0007 (0.0019) 
 

-0.0008 (0.0019) -0.0004 (0.0018) 

, 4/ i tRigs Pop -D  -0.0005 (0.0022) 
 

-0.0003 (0.0021) 0.0002 (0.0021) 

, 5/ i tRigs Pop -D  0.0001 (0.0017) 
 

0.0005 (0.0016) 0.0008 (0.0015) 

, 6/ i tRigs Pop -D  0.0020 (0.0016) 
 

0.0021 (0.0017) 0.0021 (0.0015) 

, 7/ i tRigs Pop -D  0.0009 (0.0019) 
 

0.0015 (0.0019) 0.0019 (0.0019) 

, 8/ i tRigs Pop -D  0.0048 (0.0019)
*
  0.0047 (0.0020)

*
 0.0053 (0.0018)

**
 

, 9/ i tRigs Pop -D  0.0030 (0.0016) 
 0.0032 (0.0016)

*
 0.0029 (0.0016) 

, 10/ i tRigs Pop -D  0.0039 (0.0016)
*
  0.0033 (0.0017)

*
 0.0032 (0.0016)

*
 

, 11/ i tRigs Pop -D  
  

0.0023 (0.0017) 0.0018 (0.0016) 

, 12/ i tRigs Pop -D  
  

0.0000 (0.0015) -0.0001 (0.0016) 

, 13/ i tRigs Pop -D  
  

0.0026 (0.0017) 0.0015 (0.0017) 

, 14/ i tRigs Pop -D  
   

0.0026 (0.0016) 

, 15/ i tRigs Pop -D  
   

-0.0024 (0.0016) 

, 16/ i tRigs Pop -D  
   

0.0002 (0.0015) 

, 17/ i tRigs Pop -D  
   

-0.0001 (0.0015) 

, 18/ i tRigs Pop -D  
   

0.0001 (0.0015) 

, 19/ i tRigs Pop -D  
   

-0.0012 (0.0019) 

, 20/ i tRigs Pop -D  
   

0.0010 (0.0016) 

, 21/ i tRigs Pop -D  
   0.0039 (0.0018)

*
 

, 22/ i tRigs Pop -D  
   

0.0019 (0.0017) 

, 23/ i tRigs Pop -D  
   0.0055 (0.0015)

***
 

, 24/ i tRigs Pop -D  
   

0.0034 (0.0018) 

ˆ (1)  0.0261 (0.0034)
***

 0.0110 (0.0015)
***

 0.0317 (0.0038)
***

 0.0467 (0.0054)
***

 

LRM 0.0508 (0.0069)
***

 0.0219 (0.0033)
***

 0.0631 (0.0080)
***

 0.0924 (0.0115)
***

 

Estimates and standard errors scaled by 100 to represent approximate percentage changes. 
***

p < 0.001, 
**

p < 0.01, 
*
p < 0.05. Driscoll-Kraay standard errors in parenthesis. 12, 12, 13 and 24 lags of employment as well 

as state-month and time FE included. 50 states, 268 months, 13,400 observations.  
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Table 4. Multipliers for Model (1) When Each State Is Omitted 

 
Alabama Alaska Arizona Arkansas California Colorado Connecticut Delaware Florida Georgia 

ˆ(1)  0.0260 0.0253 0.0263 0.0260 0.0263 0.0261 0.0262 0.0260 0.0263 0.0260 

(1)
ˆ
  (0.0034) (0.0033) (0.0034) (0.0034) (0.0034) (0.0034) (0.0034) (0.0033) (0.0034) (0.0034) 

LRM  0.0508 0.0498 0.0491 0.0509 0.0503 0.0503 0.0510 0.0522 0.0502 0.0507 

ˆ
LRM  (0.0070) (0.0068) (0.0066) (0.0070) (0.0068) (0.0069) (0.0069) (0.0071) (0.0068) (0.0069) 

 
Hawaii Idaho Illinois Indiana Iowa Kansas Kentucky Louisiana Maine Maryland 

ˆ(1)  0.0261 0.0263 0.0262 0.0260 0.0261 0.0264 0.0259 0.0271 0.0257 0.0260 

(1)
ˆ
  (0.0034) (0.0034) (0.0034) (0.0034) (0.0034) (0.0034) (0.0034) (0.0033) (0.0034) (0.0034) 

LRM  0.0490 0.0510 0.0512 0.0506 0.0509 0.0515 0.0508 0.0567 0.0506 0.0509 

ˆ
LRM  (0.0066) (0.0069) (0.0070) (0.0069) (0.0070) (0.0070) (0.0070) (0.0073) (0.0070) (0.0070) 

 
Massachusetts Michigan Minnesota Mississippi Missouri Montana Nebraska Nevada New Hampshire New Jersey 

ˆ(1)  0.0259 0.0258 0.0261 0.0263 0.0260 0.0263 0.0262 0.0268 0.0260 0.0260 

(1)
ˆ
  (0.0034) (0.0034) (0.0034) (0.0034) (0.0034) (0.0034) (0.0034) (0.0034) (0.0034) (0.0034) 

LRM  0.0502 0.0502 0.0510 0.0514 0.0509 0.0518 0.0515 0.0485 0.0510 0.0507 

ˆ
LRM  (0.0069) (0.0069) (0.0070) (0.0069) (0.0070) (0.0070) (0.0070) (0.0064) (0.0070) (0.0070) 

 
New Mexico New York North Carolina North Dakota Ohio Oklahoma Oregon Pennsylvania Rhode Island South Carolina 

ˆ(1)  0.0261 0.0260 0.0261 0.0259 0.0261 0.0253 0.0261 0.0260 0.0257 0.0259 

(1)
ˆ
  (0.0034) (0.0034) (0.0034) (0.0043) (0.0034) (0.0035) (0.0034) (0.0034) (0.0034) (0.0034) 

LRM  0.0504 0.0501 0.0509 0.0498 0.0508 0.0494 0.0505 0.0504 0.0502 0.0508 

ˆ
LRM  (0.0070) (0.0069) (0.0070) (0.0087) (0.0070) (0.0070) (0.0069) (0.0069) (0.0069) (0.0070) 

 
South Dakota Tennessee Texas Utah Vermont Virginia Washington West Virginia Wisconsin Wyoming 

ˆ(1)  0.0260 0.0260 0.0255 0.0260 0.0256 0.0261 0.0262 0.0265 0.0261 0.0287 

(1)
ˆ
  (0.0034) (0.0034) (0.0034) (0.0034) (0.0033) (0.0034) (0.0034) (0.0034) (0.0034) (0.0043) 

LRM  0.0508 0.0506 0.0493 0.0496 0.0507 0.0508 0.0510 0.0518 0.0509 0.0560 

ˆ
LRM  (0.0070) (0.0069) (0.0069) (0.0068) (0.0070) (0.0070) (0.0069) (0.0070) (0.0070) (0.0087) 

Estimates and standard errors scaled by 100 to represent approximate percentage changes. OLS standard errors in parenthesis. 49 states, 268 months, 13,132 observations. 
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Table 5. Per-capita and Log Models with Different Population Normalizations 
Log employment models (units are percentages) 

 
LAU Lag LAU CPS Interpolated CPS 1990 CPS 2000 CPS 2010 

,/ i tRigs PopD  0.008 (0.002)
***

 0.008 (0.002)
***

 0.011 (0.002)
***

 0.010 (0.002)
***

 0.011 (0.002)
***

 0.012 (0.003)
***

 

, 1/ i tRigs Pop -D  0.003 (0.001)
*
 0.003 (0.001)

*
 0.004 (0.002)

*
 0.004 (0.002)

*
 0.004 (0.002)

*
 0.005 (0.002)

*
 

, 2/ i tRigs Pop -D  0.002 (0.002) 0.002 (0.002) 0.002 (0.002) 0.002 (0.002) 0.003 (0.002) 0.003 (0.002) 

, 3/ i tRigs Pop -D  -0.001 (0.002) -0.001 (0.002) -0.001 (0.003) -0.001 (0.002) -0.001 (0.003) -0.001 (0.003) 

, 4/ i tRigs Pop -D  -0.001 (0.002) -0.001 (0.002) -0.001 (0.003) 0.000 (0.003) 0.000 (0.003) 0.000 (0.003) 

, 5/ i tRigs Pop -D  0.000 (0.002) 0.000 (0.002) 0.000 (0.002) 0.000 (0.002) 0.000 (0.002) 0.000 (0.002) 

, 6/ i tRigs Pop -D  0.002 (0.002) 0.002 (0.002) 0.003 (0.002) 0.003 (0.002) 0.003 (0.002) 0.003 (0.002) 

, 7/ i tRigs Pop -D  0.001 (0.002) 0.001 (0.002) 0.001 (0.003) 0.001 (0.002) 0.001 (0.003) 0.001 (0.003) 

, 8/ i tRigs Pop -D  0.005 (0.002)
*
 0.005 (0.002)

*
 0.006 (0.003)

*
 0.006 (0.002)

*
 0.006 (0.003)

*
 0.006 (0.003)

*
 

, 9/ i tRigs Pop -D  0.003 (0.002) 0.003 (0.002) 0.004 (0.002) 0.003 (0.002) 0.004 (0.002) 0.004 (0.002) 

, 10/ i tRigs Pop -D  0.004 (0.002)
*
 0.004 (0.002)

*
 0.005 (0.002)

*
 0.005 (0.002)

*
 0.005 (0.002)

*
 0.006 (0.002)

*
 

ˆ (1)  0.008 (0.002)
***

 0.008 (0.002)
***

 0.011 (0.002)
***

 0.010 (0.002)
***

 0.011 (0.002)
***

 0.012 (0.003)
***

 

LRM  0.003 (0.001)
*
 0.003 (0.001)

*
 0.004 (0.002)

*
 0.004 (0.002)

*
 0.004 (0.002)

*
 0.005 (0.002)

*
 

Employment per capita models (units are jobs) 

 
LAU Lag LAU CPS Interpolated CPS 1990 CPS 2000 CPS 2010 

,/ i tRigs PopD  37.09 (8.15)
***

 41.62 (8.71)
***

 36.69 (8.43)
***

 32.88 (8.75)
***

 34.41 (8.74)
***

 34.23 (8.74)
***

 

, 1/ i tRigs Pop -D  13.60 (8.01) 15.39 (7.54)
*
 15.52 (7.08)

*
 11.00 (7.04) 11.60 (7.11) 12.20 (7.12) 

, 2/ i tRigs Pop -D  8.48 (9.77) 10.21 (9.19) 12.73 (7.69) 10.22 (8.06) 12.46 (8.07) 12.03 (8.09) 

, 3/ i tRigs Pop -D  2.45 (9.43) -3.14 (11.37) 1.75 (8.10) 0.73 (7.51) 3.90 (7.78) 4.53 (7.97) 

, 4/ i tRigs Pop -D  2.39 (9.78) 5.92 (10.56) 6.79 (8.97) 12.18 (8.63) 12.78 (8.64) 13.21 (8.63) 

, 5/ i tRigs Pop -D  -0.68 (7.54) -0.61 (9.02) 3.11 (7.53) 5.68 (7.75) 7.76 (7.68) 9.51 (7.92) 

, 6/ i tRigs Pop -D  9.15 (9.01) 8.38 (7.86) 10.89 (7.75) 14.07 (7.37) 14.27 (7.53) 13.31 (7.60) 

, 7/ i tRigs Pop -D  7.10 (7.85) 3.09 (10.04) 4.31 (8.48) 4.64 (8.82) 5.07 (8.91) 6.10 (9.35) 

, 8/ i tRigs Pop -D  23.31 (8.69)
**

 26.45 (8.94)
**

 22.47 (8.67)
**

 22.99 (8.34)
**

 22.56 (8.42)
**

 22.41 (8.45)
**

 

, 9/ i tRigs Pop -D  15.81 (7.65)
*
 15.53 (7.56)

*
 13.23 (7.23) 10.40 (7.71) 11.78 (7.81) 13.05 (7.96) 

, 10/ i tRigs Pop -D  22.95 (8.58)
**

 21.08 (7.93)
**

 19.89 (7.35)
**

 17.52 (7.07)
*
 18.52 (7.06)

**
 18.93 (7.12)

**
 

ˆ (1)  141.66 (16.56)
***

 143.92 (17.12)
***

 147.38 (16.20)
***

 142.31 (17.48)
***

 155.11 (16.08)
***

 159.50 (16.06)
***

 

LRM  223.92 (27.48)
***

 219.82 (27.37)
***

 223.79 (25.67)
***

 388.53 (51.48)
***

 334.96 (37.56)
***

 309.08 (33.46)
***

 
***

p < 0.001, 
**

p < 0.01, 
*

p < 0.05. Driscoll-Kraay standard errors in parenthesis. Log employment estimates are percentage terms.  
50 states, 268 months, 13,400 observations. State-month and time FE included, as well as lags 1 to 12 of employment variable. 
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Table 6. Summary Statistics 

National variables 
Obs N T Start End Mean Std. Dev. Min Max 

log( / )WTI PPIACO  290 1 290 1990m1 2014m2 -1.396 0.482 -2.381 -0.404 

log( )Rig count-  290 1 290 1990m1 2014m2 6.997 0.369 6.207 7.609 

log(Total IP)  290 1 290 1990m1 2014m2 4.427 0.161 4.093 4.628 

log(IP in Mfg - SIC)  290 1 290 1990m1 2014m2 4.398 0.176 4.025 4.635 

log(IP in Primary Energy)  290 1 290 1990m1 2014m2 4.637 0.055 4.476 4.839 

log(Total Employment)  290 1 290 1990m1 2014m2 11.565 0.083 11.385 11.669 

log(Employment in Mfg)  290 1 290 1990m1 2014m2 9.616 0.151 9.336 9.791 

log(Employmentin O&G Extraction)  290 1 290 1990m1 2014m2 5.692 0.225 5.401 6.233 

State variables 
Obs N T Start End Mean Std. Dev. Min Max 

CPS Population (millions) 1,150 50 23 1990m1 2014m5 5.661 6.223 0.454 38.041 
Lin. Interp. CPS Population (millions) 14,650 50 293 1990m1 2014m5 5.702 6.274 0.454 38.727 
LAU Working-age population (millions) 14,650 50 293 1990m1 2014m5 4.336 4.745 0.329 29.955 
Rig count 14,650 50 293 1990m1 2014m5 23.544 82.207 0.000 946.000 
Rig count per capita (LAU pop, millions) 14,650 50 293 1990m1 2014m5 9.746 28.658 0.000 367.323 
CES Employment (thousands, NSA) 14,650 50 293 1990m1 2014m5 2,101.435 2,218.420 131.600 13,062.500 
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Figure 1A. Map of US Shale Gas and Tight Oil Plays 
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Figure 2A. Rig Counts per Million Working-Age People 
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Figure 3A. Rig Counts (Levels) 
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